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Abstract

Navigation Among Movable Obstacles (NAMO)[Stilman
and Kuffner, 2005] is an important step in success-
fully designing a robot capable of maneuvering around
crowded indoor environments. The main goal of this re-
search area is to develop robots for personal assistance,
e.g. in structures which accommodate the elderly and
fragile (such as in hospices and hospitals) and robot vac-
uum cleaners in crowded places, etc. Despite significant
efforts over the past two decades, the current results are
not yet strong enough for use in a real environment. The
major difficulty is threefold: (1) How to model a dynamic
and crowded environment in the form of a data structure
which allows the facilitation of the application of algo-
rithms. (2) Find efficient trajectories to move obstacles
safely. (3) Find a compromise between moving obstacles
or circumvent them.

We propose here to apply the concepts of simplexity,
described by physiologist Alain Berthoz [Berthoz Alain
and Jean-Luc Petit, 2014] to address the NAMO prob-
lem. This physiologist describes the brain as a predic-
tor and a simulator of actions. The simulation resem-
bles a prediction of the movement in the environment.
Subsequently, it applies the simulated movements in the
real environment and checks if the results correspond
to predictions. If they are different, the brain adjusts
the movement. We propose in this article to implement
this mechanism by using a simulation system based on
multi-agent systems (MAS).

We propose a robotic architecture with: (1) a global
planner which allows the robot to plan the optimal path
to reach its objective, without considering obstacles. (2)
A local planner, which allows the robot to manage the
obstacles which block its passage on the path. (3) A cost
function that allows for the selection of the appropriate
planner according to the situation, in order to optimise
the path and the robot’s actions. Each of the two plan-
ners is able to give an estimate of the action before its
execution, which allows the cost function to decide.

The global planner operates in a partially unknown

environment. It is essentially based on the free spaces to
build a graph. A path finding algorithm makes it possi-
ble to indicate the direction to follow to reach the goal.
This phase is based on a bug algorithm. The aim is to
drive the robot closer to the goal until reaching a sit-
uation in which it can no longer move forward because
of the obstacles, or when the obstacle circumvention re-
quires an important additional cost. This will allow to
the local planner to clear the passage.

The aim of the local planner allows the management of
obstacles by pushing them (the robot pushes the obsta-
cles to remove them from the passage) or by interaction
(asking to give way). The planner creates a MAS rep-
resentation of the immediate (near) environment. Each
obstacle is represented in a reactive agent. This pro-
cess is called agentification. There are different types of
agents; (1) static (obstacles that the robot cannot move
e.g. furniture, fragile, heavy objects, etc.), removable
(e.g. chairs, etc.), interactive (objects with which the
robot can interact and ask to give way, e.g. humans or
other robots). The generation is based on the models
(templates) predefined for each type. The robot repre-
sents itself in the form of a cognitive agent. The cog-
nitive agent performs simulations in order to determine
the possible actions and also determine the costs of de-
sired actions. During the action, at each moment of the
movement, the system will check the state in which some
of the sensors must be, to reinforce its learning or call
into question the action it is performing.

The implementation is carried out and tested on the
Turtlebot3 robot. The obtained results show that our
system is perfectly suited to NAMO when compared with
the existing NAMO systems.
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